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ABSTRACT
Recent advances in Artificial Intelligence (AI) suggest that AI applications could transform healthcare delivery in the Global South. However, as researchers and technology companies rush to develop AI applications that aid the health of marginalized communities, it is critical to consider the needs and perceptions of the community health workers (CHWs) who will have to integrate these AI applications into the essential healthcare services they provide to rural communities. We describe a qualitative study examining CHWs’ perceptions of an AI application for automated disease diagnosis. Drawing on data from 21 interviews with CHWs in rural India, we characterize (1) CHWs’ knowledge, perceptions, and understandings of AI; and (2) the benefits and challenges that CHWs anticipate as AI applications are integrated into their workflows, including their opinions on automation of their work, possible misdiagnosis and errors, data access and surveillance issues, security and privacy challenges, and questions concerning trust. We conclude by discussing the implications of our work for HCI and AI research in low-resource environments.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;  
• Computing methodologies → Artificial intelligence;  
• Applied computing → Health care information systems.
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1 INTRODUCTION
Recent advances in Artificial Intelligence (AI) have led to the widespread infusion of AI technologies into digital products and services, including in critical domains such as agriculture [60], government [45], and healthcare [30, 49, 96]. Although AI could be transformational in the benefits it brings, research has shown that it can also have negative consequences. For example, studies have exposed problematic bias in facial recognition algorithms [22], commercial recidivism software [70], and racial bias being perpetuated in healthcare risk algorithms [86].

However, most of the conversations on both the positive and negative effects of AI on human societies focus on communities in the Global North (e.g., the US and Europe) that are relatively resource rich. The lack of attention on the effects and consequences of deploying AI within the world’s poorest and most marginalized communities in the Global South is concerning, especially in light of growing enthusiasm and new initiatives by non-profit organizations (e.g., the Wadhwani AI Institute [7]), technology companies (e.g., Google AI India [53]), and national governments [4, 45] to use AI to solve complex societal problems in low-resource settings [8, 54]. Rushing to build and deploy AI systems, without first examining the knowledge, needs, and perceptions of the paraprofessional workers that will be expected to operate these systems within marginalized communities, risks deploying AI in ways that lead to extra work and inefficiencies, or that even harm the very communities they aim to serve [17].

In this paper, we present a qualitative study that examines the AI knowledge and perceptions of community health workers (CHWs) in rural India. CHWs are individuals, usually women, who are recruited from local communities, receive basic medical training, and then work to deliver essential healthcare services to communities in hard-to-reach areas in the Global South [1, 105]. In many rural and marginalized communities, CHWs provide a critical link between the community and the public health service [16, 107]. The importance and prevalence of CHW programs in the Global South, and
in India in particular [85, 103, 113], suggests that these workers are highly likely to be the target users of many AI systems that aim to improve the health of marginalized communities via, for example, AI-assisted disease prediction and diagnosis [8, 54]. Our study is, to our knowledge, the first to examine how CHWs perceive AI.

We conducted interviews with 21 CHWs in rural India to study:

RQ1: What are CHWs’ perceptions and understandings of AI? and
RQ2: What are the benefits and challenges that CHWs anticipate as AI applications are integrated into their work? We created an exploratory video provocation in which a CHW visits a mother and her sick child. The CHW uses a mobile AI-enabled app to scan the baby and diagnose them with pneumonia. To encourage balanced and diverse responses, we created two versions of this video provocation: a positive scenario, in which the mother embraces the use of the AI application on her child, and a negative scenario, in which the mother is suspicious and distrustful of the AI application. After viewing one of these videos, CHWs participated in a 40-minute semi-structured interview.

Our findings reveal that at the time of the study, CHWs had very low levels of AI knowledge. Nevertheless, they formed mental models of how the AI worked, often by assuming it was the same as human intelligence. CHWs were not overly concerned that their jobs would be replaced by AI, pointing out instead the potential for AI technologies to work with them as part of a team. Indeed, CHWs foresaw many benefits that AI might bring to their work, including new knowledge, community respect, and far-reaching expectations that often exceeded AI’s capabilities (e.g., accurate diagnosis of all diseases).

CHWs believed that the AI app was trustworthy, often assuming that the machine’s expertise outweighed their own. They also believed that the AI app had the potential to improve the community’s trust in their work. At the same time, they felt that they would be capable of determining when the AI made a mistake and take steps to correct it, usually by re-running the procedure until the AI delivered the diagnosis they believed to be correct. CHWs also saw how the data collected and stored by the AI system would be broadly useful for themselves, patients, governments, and technology companies, expressing diverse opinions about who should be granted access to this data and why. Finally, CHWs did not perceive any serious privacy or security problems associated with using an AI system to collect personal health data.

Drawing on these findings, we synthesize key takeaways for HCI and AI researchers interested in deploying AI with communities in the Global South. First, we consider what designers of AI systems need to know to maximize the chances their interventions help, rather than harm, marginalized communities, along with what CHWs need to know to become effective AI workers. Second, we identify opportunities for future research to examine how to make AI systems explainable to novice technology users in the Global South. Finally, we discuss the challenges of developing AI systems that respect diverse communities’ cultural and value differences, while ensuring safe and equitable outcomes.

2 RELATED WORK

The widespread infusion of AI into human-centered applications has led to an explosion of research at the intersection of AI and HCI. Prior research has examined the challenges in designing for human-AI interaction [131], studied the role of humans in interactive machine learning [11], and defined guidelines for effective human-AI interaction [12]. A large body of work also engages with the moral, ethical, and fairness challenges associated with the widespread use of AI technologies. A few examples include algorithmic bias [74], issues of trust in AI [133], how AI might intentionally deceive humans [28], and the benefits of planning in advance for AI’s failure [9].

Another rapidly growing area of interest focuses on ‘explainable AI’, meaning that the decisions made by AI are understandable to humans [5, 23, 71–73, 120]. Prior research has also looked at people’s mental models of AI, particularly in human-AI collaboration [15, 48]. Highly relevant to our research, prior work has studied human perceptions of AI, including among data scientists [119], young children [124], and the public at large [27, 64]. For example, Kocielnik et al. studied how people’s expectations regarding AI impacted their perceptions of accuracy and acceptance [65], and Jakesch et al. examined how the perception that text was written by AI affects trustworthiness [61]. Kelley et al. studied general perceptions of AI among urban residents across eight countries including Brazil, Nigeria and India, producing findings that illustrate both the positive and negative perceptions of AI’s impact on society [64].

However, all of the work discussed thus far either assumes a “general” context of use (i.e., does not specify a particular context or user group) or exclusively focuses on resource-rich contexts (e.g., the US and Europe). By comparison, only a tiny number of studies have looked at the perceptions of AI in low-resource, HCI4D contexts: Medhi-Thies et al. used a Wizard-of-Oz design to explore chatbot personalities that appeal to young, urban Indians [111], Jain et al. designed a conversational agent to answer farmers’ queries in rural India [60], and Thakkar et al. explored how vocational technicians perceive the possible automation of their jobs [110].

This paucity of research on AI in HCI4D is particularly concerning in light of the recent establishment of new institutes and labs, such as the Wadhwani Institute for AI [7] and Google AI Research India [53], whose explicit mission is to design and deploy AI applications within marginalized and vulnerable populations, often in high-stakes domains like healthcare [8, 54]. At the same time, academic researchers are also starting to build AI applications for use in HCI4D contexts, including chatbots [25] or informational services [19]. Our study contributes a much-needed perspective by engaging CHWs in rural India to examine their understandings and perceptions of AI and their opinions of how AI might impact their work of delivering essential health services to marginalized populations. We now discuss prior research focused specifically on the role of AI in healthcare.

2.1 AI in Healthcare

A large body of research examines the potential for AI in medicine and healthcare [30, 49, 83]. Popular domains include early detection and prediction of diseases [33, 83, 125, 128], automated diagnosis and medical image analysis [62, 95, 96, 132], personalized treatment and decision support systems [31, 104, 104, 134], and more. A cluster of projects have specifically targeted global health problems in low-resource contexts. For example, Natarajan et al. examined the
diagnostic accuracy of an offline AI system for diabetic retinopathy in India [81]. Young et al. [132] and Cao et al. [26] proposed AI for tuberculosis diagnosis in South Africa and Peru, respectively. Quinn et al. studied deep neural networks for microscopy-based diagnosis [96]. However, these studies focus on the technical challenges of developing AI systems. They do not consider the human healthcare providers who might use these systems in practice.

A narrower body of work has examined AI’s impact on various healthcare professionals. A few studies suggested that doctors or other healthcare providers might someday be entirely replaced by AI [30, 91, 121]. More commonly, research has looked at how AI could complement and augment humans’ capabilities [94], including AI tools for patient self-tracking [43]. Work in clinical settings analyzed the needs of medical practitioners who would use a human-AI collaborative system [24], and enabled physicians to explore AI-aided medical imaging analysis [127]. More notably, research on the impact of a deep learning algorithm for diabetic retinopathy on the workflows of nurses in Thailand exposed issues that arose when transferring AI tools from high-end research labs to low-resource clinical settings [17].

Perhaps closest to our work, a tiny number of projects have explored AI tools relevant for CHWs in low-resource contexts. A few projects created smartphone-based computer vision applications to enable CHWs to analyze rapid diagnostic tests [34, 36, 93]. For example, Park et al. [93] built and evaluated an app to let CHWs take high-quality images of malaria rapid diagnostic tests. However, these studies focused on measuring accuracy and usability of the tools, not on CHWs’ perceptions of the AI that powers these systems. Finally, Yadav et al. used a Wizard-of-Oz design to look at how chatbots might be useful for answering mothers’ and CHWs’ questions about breastfeeding [130]. Our study contributes to this nascent literature by examining CHWs’ knowledge and perceptions of AI, the benefits and challenges that they foresee in integrating AI into their work, and the resultant impact on their workflows and other stakeholders in rural healthcare. We now discuss prior work with CHWs in low-resource contexts.

2.2 Community Health Workers in HCI(4D)

The shortage of qualified medical professionals in many low-income countries has led to the establishment of community health programs that provide essential health services to hard-to-reach communities [105]. These programs depend on the work of paraprofessional CHWs, who are recruited from local communities, receive basic medical training, and then assess and refer patients based on approved health protocols [107]. For many communities in low-resource environments, CHWs provide a vital link to the broader public health infrastructure [107] and have been shown to positively impact outcomes, including reducing neonatal mortality rates [16] and positively changing behavior [69].

The HCI4D community has shown a lasting interest in CHWs and created a range of systems to motivate CHWs and improve their performance. For example, researchers have designed tools to boost engagement in community health programs [40], provide personalized visualizations for CHWs to track their performance [39, 42, 123], and engage CHWs in the design of systems to collect feedback from care recipients [79, 87, 88]. A rich body of work has also focused on tools that enable CHWs to collect data for monitoring and evaluation [50, 92], including digital tools that improve adherence to clinical protocols [41] and tracking supplies that CHWs distribute to their communities [35].

Another set of projects has worked to augment CHWs’ health knowledge, including via technology-enabled collaborative learning [129] and locally relevant health-related videos [67, 78, 116, 117]. Finally, prior studies have also examined the broader socio-technical implications of deploying mobile technologies to aid CHWs’ work [56], including examining the multi-stakeholder nature of community health ecosystems [87, 97], how technology deployments differ across domains and geographies [68], and how CHWs navigate the demands placed on them by society at large [57].

This body of work suggests that (1) CHWs play an essential role in the delivery of healthcare services to marginalized communities, and (2) mobile technologies play an important role in enabling, guiding, and supporting CHWs’ work. Thus, as advances in AI lead researchers and technology companies (e.g., the Wadhwani Institute [7] and Google Research’s AI lab in India [53]) to develop AI applications that target the health of marginalized communities, it is crucially important to study: (1) What are CHWs’ perceptions and understandings of AI? and (2) What are the benefits and challenges that CHWs anticipate as AI applications are integrated into their work? Our study uses qualitative methods to engage with CHWs in rural India and elicit insights that answer these research questions.

3 METHODS

Our qualitative study took place from June to August 2020 in partnership with Nehru Yuva Sangathan-Tisi [101], a grassroots organization that runs multiple programs to strengthen community health systems in western Uttar Pradesh, India. As part of these programs, they frequently train and work with CHWs. To recruit participants, an organization staff member contacted CHWs, explained the purpose of our study to them, and then gave us the contact information of those who expressed an interest in participating. All of our interactions with the organization and CHWs took place remotely, primarily via telephone calls, since India was experiencing the effects of the COVID-19 pandemic.

Procedure. Our study procedure involved two phases: First, participants were sent, via WhatsApp, an exploratory video provocation 30 minutes before the interview and were asked to watch it. Second, after they watched the video, we called them at a pre-arranged time and conducted a semi-structured interview over a telephone call. We discuss these phases in turn.

Video provocation: HCI4D researchers frequently use cultural probes [126], exploration artifacts [79], and technology provocations [52] to better understand the needs of underserved communities and the complexities of their everyday lives. These methods bring great value when target users lack technology know-how or when they hesitate to give truthful feedback due to demand characteristics or hegemonic power structures [38, 97, 118]. For example, Molapo et al. created a mobile phone app as an exploration artifact to get rich feedback from CHWs in Lesotho [79]. Medhi et al. used full-context videos to examine and aid non-literate people to navigate a computer application with minimal assistance [76].
which CHWs would simply tell us that they liked the AI application whose baby is sick (see Figure 1). The CHW first checks the baby, but the AI application is checking if the baby has pneumonia. The video provocation was shown to participants with eight shown the positive scenario and a negative scenario. Both videos were in Hindi (still images, audio, and subtitles) and lasted 2.5 minutes. Participants were asked to watch the video at least once, but could re-watch it as many times as they liked.

We chose to keep our study simple with two scenarios of camera-based diagnosis instead of creating more scenarios, for example, on automation, trust, or fairness. This is because CHWs were in hard-to-reach communities and were already burdened with extra work of monitoring COVID cases in rural India. Thus, CHWs had limited time to participate in our study, which prevented us from holding longer workshops involving many scenarios as done by Brown et al. [21]. Our contributions could be enhanced by alternate viewpoints, and exploring multiple scenarios via longer engagements is an area of future work.

**Semi-structured interview:** After CHWs watched the video provocation on their own, we conducted one-on-one semi-structured interviews via telephone. We began by reading an informed consent script and asking for verbal consent to participate in the study. CHWs were then asked to summarize the video and their thoughts on it. If they did not provide sufficient details or had not viewed the video, we rescheduled their interview to a time convenient to them later. If they did watch the video, we then discussed the CHWs’ opinions of the video provocation, before digging more deeply into their existing knowledge of AI and how this affects their perceptions of an AI-enabled app. Our subsequent questions sought an in-depth understanding of the CHWs’ opinions on the acceptability of using an AI application to diagnose diseases, who they thought should have access to the application and/or data collected, how such an application might impact their work, and more. To ensure CHWs’ responses are detailed and grounded in their experience, we carefully chose questions that focus on their responsibilities, workflows, and interactions with other stakeholders in rural healthcare (e.g., patients, supervisors, government). After each interview, we revised our questions to add new probes, stopping when we reached saturation in our interview data. Our complete interview protocol is provided in Appendix B. Interviews were conducted in Hindi, lasted approximately 40 minutes, and were audio-recorded (with CHWs’ consent). Participants were not monetarily compensated at the request of our partner organization. However, they were provided with a small gift to thank them for their time.

**Figure 1:** Frames from an exploratory video provocation we created that our participants watched. The video shows a CHW using a camera-enabled AI application to scan a sick baby and diagnose them with pneumonia.
We began by closely reading the transcripts and allowing codes to emerge freely from the data. Multiple passes through the data resulted in a total of 83 codes (e.g., app useful in training, data access for record keeping, privacy is expected) that we organized into eight high-level themes (e.g., AI knowledge, misdiagnosis and errors, trust and expertise). Our final codebook, themes, and the prevalence of each code is provided in Appendix C. We also tracked, and reconcile disagreements. Finally, we clustered related codes into eight high-level themes (e.g., AI knowledge, misdiagnosis and errors, trust and expertise). Our final codebook, themes, and the prevalence of each code is provided in Appendix C. We also tracked, but did not find any significant differences in responses between the positive and negative videos. In reporting our findings, we use pseudonyms for participants and anonymize the quotes.

### Ethical Considerations.
All study procedures were IRB approved. Moreover, since our research took place between June and August 2020, while the COVID-19 pandemic was impacting India, we took steps to ensure the safety of participants and researchers. For example, we conducted the interviews remotely to ensure the safety of CHWs, the rural community, and ourselves. We were also sensitive to the fact that the CHWs were still working during COVID-19, and hence, maintained flexibility in scheduling the interviews. We informed the CHWs to prioritize their patient visits and other commitments. Therefore, some interviews took multiple sessions over two to three days to finish.

### Positionality.
All authors are from countries in the Global South and have conducted fieldwork with underserved communities in India and other low-income regions. Three authors identify as female and one as male. Two authors have 7+ years of experience studying CHWs in South Asia and Africa. One of them has spent several years working with our partner organization and interacting with CHWs in Uttar Pradesh. We all view HCI research from a social justice-oriented design practice [44] and an emancipatory action research mindset, aiming to conduct formative research to examine the opportunities, challenges, and tensions in using AI to support CHWs in rural areas.

### 4 FINDINGS
Our findings show that CHWs’ had very low levels of AI knowledge and ascribed far-reaching capabilities to AI. Nevertheless, they were able to critically think about how AI might impact relationships with communities they serve, its ability to provide upskilling opportunities, and how they would potentially handle AI failures or errors. In fact, many CHWs believed the AI in our video provocation already existed and asked when it would be available to them, showing that not only were the scenarios depicted in the video feasible, but that they are open to integrating the AI app into their workflows. We begin by engaging with our first research question to understand CHWs’ knowledge and perceptions of AI (Section 4.1). We then discuss the benefits (Section 4.2) and delve more deeply into the tensions and trade-offs CHWs’ perceived surrounding the use of an AI app in their work, including questions of trust and expertise (Section 4.3), dealing with AI failures or errors (Section 4.4), opinions on access to the data collected (Section 4.5), and potential security and privacy implications of using AI in community health work (Section 4.6).

#### 4.1 Understanding CHWs’ Knowledge and Perceptions of AI
When asked directly at the start of the interview, “What do you understand by artificial intelligence”, all CHWs answered with some variation of “I do not have any knowledge about it” (Vanya) or “I have not heard about this” (Aparna). We probed further, asking participants how they thought AI worked based on what they had observed in the video provocation. We also brought up and discussed with CHWs the example of YouTube video recommendations, since the probing, four CHWs drew parallels between machine and human intelligence. For example, Maahi said, “It works the same way as our brain. It must be the same for the machines.”

When we focused our questions more on participants’ understanding of how the AI app in the video provocation worked, as opposed to the general concept of AI, we received an array of interesting responses. Eight participants, like Divija, were skeptical of the app and continued to express a lack of understanding:

“The video was saying that the condition of the child can be diagnosed with the help of an app. I don’t see...
how it can be done using an app. It is beyond my grasp of understanding. How can the condition of the child be determined?” (Divija)

However, nine participants quickly connected the camera-based part of the app to the idea of machine vision by describing how the app must be “looking” for symptoms of pneumonia:

“Perhaps when we connect the picture of baby in the app it detects the visuals of how the baby is breathing and decides if the breathing is normal or slow. Must be something like that I guess?” (Anvi)

Participants also perceived that the app must be analyzing the information it collected. In many cases, participants surmised that the app must be “counting” or “measuring” signals like “the heart-beats, breathing and chest contraction, or the crying of the baby” (Anika). CHWs understood that, based on these measurements, the app was able to make a decision. Ten CHWs equated the process that the AI used with their own methods for diagnosis:

“I don’t know how we can diagnose whether the child has pneumonia or not by using an app. But, we perform our diagnosis by looking at the symptoms.” (Divija)

Despite possessing generally low levels of AI knowledge, participants articulated diverse opinions and ideas for how AI might impact their work within rural communities, as discussed in the rest of this Section.

One key concern surrounding the widespread deployment of AI technologies is the extent to which AI might automate work in ways that replace human workers and make their jobs redundant [46, 75, 122]. Indeed, in the healthcare field, several prior studies have specifically suggested that AI might someday replace healthcare providers [30, 91, 121]. Thus, we were interested to understand if the CHWs in our study perceived AI as a threat to their jobs. Overall we found that, although CHWs agreed broadly that an AI app might be able to accomplish some of the tasks they perform, it would never completely replace them. As Diya put it, “In my view, nobody can replace anyone.” CHWs pointed out that an AI app is incapable of spanning the breadth of activities they perform, including consultations, immunizations, and culturally-sensitive discussions on breastfeeding and family planning. Kavya told us, “This is not possible. There are so many responsibilities on me. How can it take my place?” Maahi elaborated:

“The app can tell this [pneumonia] but it can’t tell the weight of the child. We check the weight. It cannot give medicine to the child. It will not take the child to the health center. Only we will do that.” (Maahi)

CHWs broadly agreed that, even if the AI app was capable of performing a wide range of functions, it would still require a human operator if deployed in the field because “the machine can’t go on its own” (Lakshmi). As Advika put it, “The machine can’t work automatically; it can only work when we take it with us and we are there to operate it.” CHWs generally saw themselves as being the operators of the AI app (which is in line with the video they saw). When we suggested the possibility of patients downloading the app and using it on their own, eight CHWs pushed back, arguing that people in their communities would prefer to wait for a CHW rather than do things on their own:

“They would not even try to operate the app. They will wait for the CHW to come to their homes and let her do the testing. They will wait for us.” (Advika)

They believed that people in their communities neither possess technology skills to operate the AI app, nor medical training to interpret the results. They also felt that people placed greater trust in them, resulting from their years of hard work and community engagement. Instead of making their jobs redundant, participants saw the potential for AI apps to work with them as part of a team, with “some information from the app and some information provided by the CHW”, bringing more value to people in their community (Mishka). Indeed, as described in detail in Section 4.2, CHWs perceived many benefits that AI might bring to their work. These benefits would, in their view, only amplify CHWs’ role within their communities:

“How will it take my place? It’s a machine. I just think that when we get it, we can work more efficiently. Instead of replacing us, it will create more place in the field for us.” (Priya)

All participants were eager to learn more about how the AI app worked and receive training that would teach them how to integrate it into their daily work. They saw the app as “being on their side”, working with them to provide the best care to their communities:

“People can see that CHW and the app are both on the same side as they both just want the patients to recover. So I don’t think there is any problem.” (Diya)

4.2 The Perceived Benefits of Integrating an AI Application into CHWs’ work

We now discuss benefits that CHWs perceived would be afforded by an AI app like the one in the video provocation. Reflecting on how the AI app might impact their work, CHWs expressed that they thought the app would be able to replace their existing, manual processes for performing tasks, thereby saving them from needing to do that work:

“Like we do a manual count of breathing but it may not be accurate. But if we are using the app, it will visually show us the information and we won’t need to count on our own.” (Anvi)

Many CHWs felt that having the AI app perform tasks for them would make their work much more efficient, saving both them and their patients valuable time when making decisions about if and when to seek further medical help. As Anvi said, “The app gives us information quickly so we can take decision on diagnosis and hospitalization.” In addition, although the AI app was essentially performing the same work as CHWs already did, they felt that the technology would somehow be more accurate and precise in its measurements than them:

“The machine checks the temperature and confirms that it is fever. We can also check that, but we cannot tell the accurate temperature. We can touch and check if the temperature is high, but we cannot tell the exact measurement. The machine can accurately measure temperature.” (Saira)

Participants quickly identified that the improved efficiency provided by an AI app capable of accurately diagnosing diseases in
the field would be especially useful in remote villages that might be located far away from hospitals or health centers. CHWs from remote villages described how they are often unable to get timely help from a doctor and that, when they call an ambulance, it may arrive too late. The app, they perceived, would be able to provide them with valuable information and recommendations for treatment that would help to mitigate this lack of resources. It would also save villagers time and money because they would not need to travel to the hospital:

“The patient won’t have to travel to get information. We can give medicine. Patient will feel better and it will save them travelling fare and time.” (Lakshmi)

Participants also perceived that, if the AI app was capable of diagnosing pneumonia, “then it must be able to do other things as well” (Jia) and that “this app will make us capable of solving all problems” (Meera). Other conditions mentioned by various participants that the app might be able to diagnose included hunger, thirst, diarrhea, coronavirus, pregnancy problems, fever, common cold, blood pressure, cancer, and more. As Samaira said, “If it can tell about pneumonia, it can tell about other diseases as well. This app can make our work very easy.”

Participants were also excited at the potential for an AI app to provide opportunities for learning new skills and receiving more training. Eight participants thought that the video provocation itself provided valuable knowledge to help educate the community, and that as the CHWs’ knowledge increased, so did their community’s knowledge:

“The beneficiaries [patients] will tell other people that see this, ‘A CHW worker came to our house and performed tests in this manner.’ So, slowly people will get to know about the app. Their knowledge will be enhanced and the word will keep traveling forward.” (Isha)

Other participants emphasized that the AI app itself could also serve as a useful training tool by reminding CHWs of techniques or symptoms to look for when working in their communities: “It will certainly be useful. Through the use of this app we can see the visuals and get a better idea of what the baby is going through” (Anvi).

Finally, participants also felt that the AI app would make it easy for their superiors to validate and recognize their work. Several CHWs voiced that the digital data generated and stored by the app would be useful and provide a more reliable and permanent record than their existing, paper-based registers:

“The information would be stored forever. You know registers can be misplaced easily. For instance, a register was sent for superior’s approval, but it never returned. But with the app, if someone asks us how many people have arrived from outside the region, we can tell them by looking it up.” (Jia)

Digging into this quote, we observe that this CHW, like many others, is ascribing a number of far-reaching capabilities to the AI app: ensuring permanent and safe storage of data, the ability to replace paper-based patient registers, collecting information about topics unrelated to pneumonia diagnosis (in this case, people arriving from outside of the region, a duty taken on by CHWs during COVID-19), and easy retrieval of any collected information.

None of these capabilities were suggested in the video provocation that participants watched. More broadly, many of these perceived benefits suggest that CHWs may possess a utopian view of AI (and perhaps technology in general) and its ability to magically solve challenging problems they face in their work. We discuss the implications of this AI utopia in Section 5.

### 4.3 Navigating Questions of Trust and Expertise Raised by Use of an AI App

Prior work in the field of AI has suggested that the lack of human trust in AI systems may prevent people from taking advantage of its benefits [99]. Within their respective communities, CHWs are often the primary arbiters of medical information, and maintaining trust with local residents is important to ensure that CHWs can deliver medical services without obstruction. Thus, we were interested to learn how an AI app might affect patients’ trust in CHWs’ work and expertise, and how CHWs and patients may navigate questions of trust in the app itself.

Our findings suggest a symbiotic relationship where CHWs’ usage of the AI app may improve patient trust in both the app and the CHW themselves. Participants mentioned that patients were often reluctant to believe the diagnoses given to them by CHWs and the AI app might serve to reinforce CHWs’ expertise, improve patients’ understanding of the diagnosis, and cause them to “take it more seriously” (Samaira):

“They will trust us. If we show them how this machine is working, that the machine is showing that their baby is suffering from the disease, then they will start believing it [the diagnosis].” (Samaira)

CHWs also discussed how patients’ trust in the AI app would be dependent on CHWs trusting the system themselves. Isha explained how her trust in the AI app would influence a patient:

“Even if people do not trust the app in the beginning, if we want to make them trust the app then we would have to trust it ourselves.” (Isha)

We find that the gateway to villagers trusting the app is the CHWs’ willingness to use the app in their work with the community. Across many of our interviews, there was strong consensus that if patients saw the CHW using the app, then they would come to trust it, albeit not immediately. Vanya elaborated:

“They [villagers] will take some time to trust the app. If I will only tell them [instead of showing the app], people will say that the app is fine. If we find a kid in any family and we did the checkup by following the app, then they will really trust the app.” (Vanya)

Beyond their role in convincing villagers to trust the AI app, 17 participants conveyed that they themselves would trust the app and believe it to be correct because, “It is not like it won’t work” (Shreya). A few participants drew a parallel between the capability of an AI app to other machines or pieces of equipment. They often referred the AI app as a “machine.” To them, this meant that the AI app would be inherently trustworthy:

“The app is trustworthy. This works like a screening machine. This is why apps are used by everybody. The app is a machine, hence it is trustworthy.” (Divija)
These findings are concerning, especially because the script in the video provocation clearly mentioned that the AI app sometimes makes mistakes. When we pressed further, asking CHWs whose opinion they would trust more if the AI contradicted their own diagnosis, six CHWs said they would defer to the presumed “superior” accuracy of the AI app. Despite their years of experience, these CHWs said they would trust the AI app more than themselves: “I will trust the app more because it might happen that I have not accurately diagnosed the child and the app is more accurate.” (Diya)

On the other hand, when asked who patients would trust more if the AI app conflicted with the CHW’s opinion, only a small number of participants felt that patients would trust the AI app more than them. Instead, 19 out of the 21 participants said that the patients would trust the CHW more than the AI app. While the patients may hold a certain degree of trust in the AI app, ultimately, the CHWs’ expertise would win:

“The parents will always trust the CHWs. If we tell them to take the child to a doctor, they do. They would not trust an app as much as they trust us. In the past they used to ignore us, but now they understand that we are working for their good and they listen to what we say.” (Divija)

Participants’ responses demonstrated that trust is not only reliant on perceived accuracy but on human interaction, something that an app cannot provide. Isha described the relationships CHWs have built up with their community and why the AI app cannot replace them:

“We touch the child, try everything else, and we are present there in front of the parent. They appreciate that we are explaining things to them and talking with them, so they start trusting us. Mobile phones do not get the same level of trust. Parents have a higher degree of trust on the person in front of them, no doubt. The app have an advanced technique, but still I would say that the level of trust is not as high. The arrival of this app will facilitate many things, but the trustworthiness would be a little low when compared to CHWs.” (Isha)

CHWs did perceive that a conflict or misdiagnosis by the AI app might negatively impact their hard-earned trust and lead to setbacks in their work to convince people to follow the important health-related advice they provide:

“Not only will they be annoyed [with a conflict], they may even stop trusting me. They’ll think that I am telling different things at different times. If I tell them that there is some problem in the machine, they may be annoyed. They are village women, it takes a lot to convince them.” (Kaamini)

To avoid patient mistrust due to the potential misdiagnoses, three participants stated that they would simply not inform patients when the AI app malfunctioned or conflicted with their opinion. Kaamini explained how this would prevent patients from losing trust in her:

“If the machine gives problems I’ll say [to the patients] that I would be back after sometime. I’ll say, ‘Suddenly I am feeling sick. I’ll be back after some time.’ I’ll deal with it myself. I will not tell them.” (Kaamini)

We now further unpack CHWs’ ideas for what to do should the AI app deliver an incorrect diagnosis or break down.

### 4.4 Unpacking CHWs’ Strategies for Dealing with AI Failures or Misdiagnosis

When probed to consider how to deal with the app delivering a potential misdiagnosis, participants expressed several strategies. Many of them were familiar with the idea of getting incorrect readings from medical devices, with a few citing the fact that the thermometers they used to screen for COVID-19 sometimes malfunctioned. Should this happen with the AI app, 12 CHWs said they would simply “check through the app twice and thrice” (Meera). Anvi elaborated:

“That’s why we check twice. As it’s possible that the reading wasn’t accurate for some reason. Maybe because the baby’s photo isn’t clear. Then we’ll check it again.” (Anvi)

Only one participant considered that she might fail to spot the incorrect diagnosis. Instead, 15 participants felt that their existing medical knowledge and training would enable them to inherently know when the AI app was incorrect. In these cases, they would continue to re-run the test until the app’s diagnosis matched what they believed to be correct:

“It can arrive at wrong conclusions and make mistakes. But in those times, we would have the knowledge from our experience and we will be able to tell whether the app is correct or not. If it is wrong, we will do the test again. If we want the diagnosis to be accurate in such cases, we will have to try one or two times.” (Divija)

In addition to re-running the app multiple times, two CHWs expressed that, if the app delivered an incorrect diagnosis, they would simply stop using it and proceed with their existing equipment to conduct a manual diagnosis:

“We will check ourselves. Like if the baby is suffering from pneumonia, heart rate would be high. The baby must be suffering from high temperature fever, diarrhea and chest contraction. If the app is not working, we will use our own knowledge.” (Samaira)

Next, we explored CHWs’ willingness to override the app’s diagnosis manually, by entering corrected data into the AI app itself. Ten CHWs were open to this idea. Maahi said that it was part of her job to ensure the correct data was entered, even if she did not know much about the technology: “I do not know much about it, but if something goes wrong it needs to be corrected” (Maahi). Divija implies that correcting the app would allow it to learn from its mistakes, similarly to how a human does: “I would want to correct and educate the app” (Divija). On the other hand, five participants said they would not feel comfortable correcting the app and/or would not want to do it. Lakshmi reasoned that inputting the data would add to her already heavy workload: “I would choose not to write. Because it takes time. We also have to do household chores and then doing this would increase the workload.” (Lakshmi)

Beyond in-app errors and misdiagnosis, we also probed how CHWs might deal with machine or infrastructure failures more
broadly. Sixteen participants were cognizant of infrastructural issues that plague mobile phone usage in their daily lives, such as slow data speeds, lack of Internet access in remote areas, not having enough mobile airtime, and running out of battery power, among others:

“Like sometimes the server is down. If the server is down then the app won’t work. If the phone malfunctions or it gets discharged, then I would simply give the information I know.” (Advika)

Eight participants felt that their limited technology skills would hinder their ability to operate the AI app in the event of a malfunction: “We do not even know what to do if the app stops” (Shreya). Alternatively, three CHWs said they would seek assistance from their peers to troubleshoot the AI app. Others discussed how they would contact the app developer for technical support: “We will contact the person who made the app and ask why it is breaking down” (Shreya). Kaajal, who was familiar with seeking technical assistance for handling issues with her mobile phone, elaborated:

“If the app breaks down, like in the phone also, we have the call center’s number which helps us resolve the issue. Like, the phone has airtime, but the phone is not working due to network issues. In such situations, we call them and ask for the required information. We would rectify app error in the same way, on our own by consulting someone who might solve the problem.” (Kaajal)

Regardless of whether they would be able to obtain support, 12 CHWs were confident in their ability to continue their examinations despite an app malfunction. This was expected, since participants currently perform much of their work without the assistance of a mobile phone or app. Finally, ten participants mentioned that they would forgo troubleshooting the AI app if the situation was severe, feeling that it would be safer to take the patient to the hospital:

“Going to the hospital is always the better option because if the child appears to be suffering, then we won’t waste time in these things [fixing the app]. We will take the child to the hospital.” (Jia)

4.5 Negotiating Access to the Data Recorded by an AI App

The video that participants watched for our study depicted a CHW using a camera-enabled AI app to scan a child. We now discuss CHWs’ opinions of who should have access to the potentially sensitive data recorded by the app. We use the term “data” to include photos, videos, and textual data captured and stored by the AI app.

CHWs unanimously felt that they should be granted access to both the AI app itself and the data produced by the app, arguing that this access would bolster their knowledge and help them improve their work. Many participants mentioned that such access would also allow them to keep track of information about medical procedures or re-verify patient information, allowing them to provide a higher level of care: “CHWs should have the video because if they forget something, they could watch the video again and get back the information.” (Isha). Along these lines, Kaamini was eager to improve her knowledge of pneumonia and other diseases by learning from videos like the one in our study: “By watching the video, we saw what problems the child was suffering from. This would increase our awareness.” (Divija).

A common opinion expressed by participants was that access to the app should be restricted to those with appropriate training. Four participants felt that only CHWs, and no one else, should have access to the app because giving it to others would ruin the “honor” associated with being a CHW. Mishka further explained, “If the app reaches everyone, people will think that they can solve this problem on their own” (Mishka). As this quote implies, CHWs were critical of the villagers’ ability to handle the complexity of an AI app or the information produced by it:

“It is better if the app is limited to CHWs. Because villagers can spread the wrong thing. We can’t give them the app because they don’t have any training.” (Shreya)

Although CHWs wanted access to the AI app to be restricted from the general public, 13 were open to the idea that patients might be allowed to download and use the app. These participants felt that parents of sick children could also learn from having access to the app and corresponding data it produced:

“[By using the app,] parents can know why their child is suffering, without going anywhere. Many people feel perplexed when their child is sick. If they are unable to seek immediate medical assistance, then the app could tell them about the problem and the initial steps to cure it. Parents then can do the initial treatment at home and then take the child to a doctor for diagnosis.” (Isha)

CHWs also said that parents of children being diagnosed by the AI app had a right to view the resulting data: “Because that video is of their child that’s why they can also watch it” (Mishka). Additionally, participants felt that parents should have access to this data to show as a healthcare record or to receive validation from a doctor in outside consultations:

“They should have this data so that if they take their baby to some doctor and the doctor does not understand, then they can show him this video that these are the problems with their baby.” (Kavya)

Six CHWs felt that patients do not need access to the data collected by the app. They pointed out lack of literacy skills and smartphones among people in their community as reasons to not give patients access. CHWs also felt that, beyond affirming that their child is safe and healthy, parents do not need any other data:

“Why would they require this? They just need information about the health of their babies whether the baby is healthy or not. They are just satisfied if baby’s examination is done within the time. They just want their child to be safe and healthy, they don’t need any video or report.” (Meera)

CHWs had conflicting opinions about whether the government should have access to data collected by the app. Some felt that, since CHWs are already required to send reports to local governments, they would have access to all data regardless: “Of course the government must have the data. They will anyways have it, because these things always go to the government” (Saira). However, CHWs like Shreya were wary of the government’s need for access to the data due to the general lack of government’s everyday involvement
in CHWs’ work: “It is not necessary for the government to have the data... The government is not coming here and giving the information to our community” (Shreya).

Other participants were more positive towards the government having access to the data. They highlighted the need for the government to be aware of what is happening and having access to data produced by the app could bolster their efforts to improve healthcare. Participants also suggested that CHWs could use this data to bargain for more resources: “Perhaps if they know more about our work, we may get better facilities from the government” (Shreya).

Many CHWs expressed displeasure at the government in regards to the heavy workload placed on them and the low wages they receive. They felt that they were doing a lot of “invisible” work, without any recognition from superiors and the government administrators. They were expected to not only do their work and extra duties (like COVID management in rural areas), but also to report what they accomplished, which added more burden to them. CHWs hinted at the government instituting (better) surveillance of CHW programs via the AI app and suggested that the app’s data may fulfill existing bureaucratic functions which CHWs are forced to do to prove they did their work:

“If the government gets the video then they would also know what work we are doing and how we are doing it. Currently the government cannot effectively get a hold on what is happening in the field. They have no idea how hard CHWs work.” (Isha)

Finally, when we asked if the tech company that developed the AI app should have access to the data collected, participants provided interesting responses. CHWs felt the company needed to track usage and their users’ experiences: “The creators of the app should know how CHWs are using their product.” CHWs also felt that the tech company would need to provide technical support and troubleshooting help and having access to the data would make that easier:

“If it is good if the company has this data. If you have any problem, any question, you can call them and ask them. This will make our work easier.” (Samaira)

Developers often use data collected by the app to improve their recommendation systems and prediction algorithms. A few participants were aware that the company behind the fictional AI app could potentially use the data in a similar way. Mishka provided a notable response highlighting the positive effect the data would have on the company:

“If they have the data then they will know whether the child has pneumonia. Only if they understand this, they will be able to improve the app. Only then will their company grow.” (Mishka)

When arguing why the company should not have access to the data, seven participants suggested that the company’s interest is in making money from selling the app, not in the work done by CHWs, and so they do not need the data:

“Why would the company need this? CHWs are doing the work using the app. The company won’t do any work. They just take the money and provides us the app. They don’t need the data.” (Meera)

### 4.6 Potential Security and Privacy Implications of Using an AI App

The context of healthcare presents a potentially sensitive domain to deploy an AI app. Thus, we were interested to assess our participants’ opinions on data security and privacy with regard to the AI app and the sensitive health data it would collect. Although CHWs perceived people’s personal information to be sensitive, such as their phone number, residential address, and Aadhaar number (National ID number), they generally did not consider health information to constitute sensitive data, particularly if the data was about a baby: “That information is only about a baby. What can people do wrong to a baby? There is nothing to worry” (Saira). Moreover, three CHWs believed that, since the app was designed with patient care in mind, it could not cause any digital harm: “With what I know, it will not be used in harmful manner” (Maahi). In general, participants had faith in the app designers that they would take necessary steps to ensure that the AI app cannot be misused.

When considering their own role in collecting and storing the data, three CHWs believed that as long as they were responsible when using the device and prevented it from being stolen or lost, no harm could come to the data. Priya told us that with training, they would learn to use the app appropriately, and hence the data would be secure. Divija shared similar sentiments, and added that CHWs would never misuse health data or personal information.

Five CHWs discussed how there could be a threat to the patient’s security and privacy if the data “fell into the wrong hands.” For example, Kaajal suggested that the patient’s information, for example, mobile phone number could be misused by others to make pesky calls. Similarly, Jia felt, “If phone number falls into the wrong hands then some miscreants might cause some trouble.” Shreya shared an incident where women were harassed when their phone number became available online. She further recalled an incident of financial fraud, where someone got access to the phone number and Aadhaar number of a few CHWs, and their money got deducted from their accounts. In most of these opinions, we saw that CHWs implicitly believe that the patient’s security and privacy will only be compromised if the data includes personally identifying or other official information: “If the things like a signature and other official things are not included then I don’t think there will be harm” (Aparna). Similar to prior work in other HCI4D settings [29], we found that a lack of technology know-how resulted in the dominance of a physical threat model among CHWs. Only one CHW mentioned that sensitive information in the AI app could be hacked by another malicious app installed on the phone, subscribing to popular discourse in India about how Chinese apps can hack data from other applications. This perception is in line with the findings from Vashistha et al. who found similar beliefs among mobile money customers in rural India [115].

Another class of security and privacy issues that commonly arises in HCI4D contexts, including rural India, is that multiple individuals frequently share a single digital device [6, 100, 114]. Of the 17 participants in our study who used smartphones, 15 said that they use the device for work, and 12 told us that they shared their device with their family. However, nine participants were not concerned about their family members having access to sensitive (work) data on their devices, even though our findings suggest a
number of concerning practices related to shared phone use. For example, Maahi described how, even though her husband owns his own phone, he still uses her mobile:

“Whenever I say that I have to take it to work, he gives it to me. When he wishes to use this phone, I leave it at home and ask him to operate it, as I would have no use for it on that particular day. I do not take it. If I need any information I come back [home] and see it.” (Maahi)

She went on to say that her husband reads her messages and informs her if any work messages arrive, a finding that implies her husband already has access to her work-related information via her device. Another six participants shared that, although their children use their mobile phones, they trust them to not access or delete important data:

“Children sometimes play games with the phone. But downloading something is not allowed. I say, ‘don’t do anything wrong with Mummy’s mobile, so that she does not face trouble using mobile at work.’” (Mishka)

By contrast, Vanya said how her children had previously accidentally deleted important health reports from her phone in the past when she let them use it, and thus felt that shared device use might cause problems. Finally, beyond sharing devices with a spouse or children, six CHWs said that they often seek help from others to operate their phone. Kaamini shares her device with her daughter-in-law, who is also a CHW. She said:

“We have two or three mobiles. But I can’t operate them. My children run them. If there is some work or I have to send something, I ask my daughter-in-law to do it. Only she does it.” (Kaamini)

5 DISCUSSION

Over the last few decades, the HCI4D community has seen a large number of “social good” initiatives that aim to harness the potential of technologies to solve global, systemic problems. Notable examples include setting up telecenters in rural villages [18], distributing low-cost laptops in an effort to make computers available to all [13], using mobile phones to reduce poverty [32], providing free basic Internet connectivity in an effort to “bring more people online and help improve their lives”[55], using drones to solve problems of access to medical services [106], and using virtual reality for “impact” [3]. However, the true successes of these initiatives in achieving social good are few, fleeting, and very far between [112]. Recent advances in AI, coupled with rapid growth in the availability of smartphones and Internet access in the Global South, are driving governments [66], non-profit organizations [7], and technology companies [53] to establish new initiatives that aim to use AI to address intractable global problems. In this section we ask, how can these AI initiatives avoid the perils and pitfalls that have caused past “technology for social good” initiatives to fail?

In his work on amplification theory, Toyama argues that technology is only a magnifier of existing institutional forces and cannot substitute for missing human intent and capacity [112]. Sadly, the narrative that AI will lead to “a new form of human civilization” [82] is exactly what Toyama warns about and is in line with past initiatives that saw computers, the Internet, mobile phones, drones, or virtual reality as silver bullet solutions for complex societal problems. A future in which AI is cast as humanity’s new frontier [82] risks applying AI to global problems in ways that exceed AI’s capability and assume AI will be additive or transformative in and of itself, rather than simply a tool that amplifies human intent and capacity. Drawing on our findings, we now discuss (1) considerations for AI and HCI researchers interested in deploying AI in low-resource contexts, (2) the complexities of making AI explainable to novice users, and (3) the need to account for diverse values and ethics when designing AI interventions for marginalized communities.

5.1 Considerations for the Design and Deployment of AI Systems in Marginalized Communities

Our findings show that at the time of our study, CHWs had very low levels of AI knowledge. This is concerning, given that AI applications that target their work are already in active development. Indeed, early deployments of AI-enabled technologies in low-resource clinical settings have already reported failures that, at best, created additional inefficiencies in clinical workflows and, at worst, caused harm to the very communities they aimed to serve [17]. We now consider both what designers and developers of AI systems need to know to maximize the chances their intervention helps, rather than hurts, and what CHWs need to know to become effective and enabled AI workers.

What do AI designers/developers need to know to effectively create appropriate AI systems for CHWs? First and foremost, our findings suggest an urgent need for AI developers to ensure they have a deep understanding of the context in which they plan to deploy an AI system. While this is true of all HCI4D research [14, 37], AI technologies present new societal risks and complexities (e.g., inequality, fairness, accountability, transparency, unintended consequences, etc.) that must be proactively studied before attempting deployment.

For example, our findings suggest that AI developers would do well to plan for failure [10]. Potential failures that our study explored included both the possibility of the app delivering an incorrect diagnosis (i.e., misclassification) and the possibility of out-of-app failures due to infrastructural challenges (i.e., no connectivity, phone malfunction). In the face of an error, most CHWs said they would simply repeat the procedure until they achieved the desired outcome, something that they assumed they would intuitively know. However, given CHWs’ low levels of AI knowledge and technology know-how, and their strong positive feelings towards the technology (discussed in Section 4.2), a more likely and concerning outcome may be that they simply do not challenge the outcome delivered by the AI system. Thus, drawing on Amer-shi’s work [10], we argue that rather than considering the potential for system failures as an afterthought or unlikely occurrence, it is important for AI developers to systematically and proactively identify, assess, and mitigate both the failures themselves and potential harms caused by such failures in AI-based products and services.
What do CHWs need to know to be effective AI workers?

Our findings also suggest that it is crucial for organizations that plan to deploy AI systems to carefully consider and plan for sustainability, maintenance, and repair of these systems. As with any new technology, deployments “in the wild” will require constant technical support and maintenance [109]. We frequently heard from CHWs that they would want to be able to call the company for assistance. Without such scaffolding, any AI intervention is bound to fail. While the need to plan for maintenance and repair is true of all technology deployments, especially in HCI4D [51, 59], the complexity of troubleshooting and maintaining complex AI software may require continued involvement of highly-skilled AI designers and developers. It is unlikely that local repair ecosystems, such as those that have emerged for mobile phone repair [58, 59], will possess the tools or capabilities to appropriately troubleshoot complex AI systems.

Developers of AI systems will also need to pay close attention to the impact on CHWs’ work. CHWs are already burdened by heavy workloads and the introduction of new AI tools will inevitably increase this workload (even if the ultimate goal is to decrease it [17]). Our findings show that deploying AI systems within CHWs’ workflows will likely result in additional work that is both visible (e.g., actually using the AI app) and invisible (e.g., explaining and justifying use of the AI app and its decisions/consequences to their communities). In addition, this work will be unevenly distributed across CHWs, with older, less tech-savvy CHWs likely spending more time doing invisible work as they struggle to operate the AI app. AI developers need to account for this additional work and extra burdens shouldered by CHWs when weighing the benefits and harms of AI systems, and offer continued training and support. Building on this, we now discuss what CHWs might need to know to operate AI systems effectively.

What do CHWs need to know to be effective AI workers?

HCI4D researchers have long acknowledged the vital role played by training and support programs in the success of technology interventions [14, 37]. Most commonly, these training programs focus on how to use the new technology. Indeed, prior work deploying computer-vision-assisted applications with CHWs focused heavily on teaching users to interact with the app, buttons to press, etc. [36, 93].

Although it will undoubtedly be necessary to train CHWs on how to use any new AI intervention, our findings point to a deeper set of issues that must be addressed before CHWs are able to safely and effectively use AI in their work. One concern raised by our findings is that many CHWs may possess a utopian view of AI [102], perceiving it to be infallible and ascribing to it more capabilities than it possesses. At the same time, we heard how CHWs may trust the AI’s expertise more than their own, and how they thought the AI app was intrinsically safe simply because it was designed to help patients. These utopian views could have far-reaching consequences if, for example, CHWs act on incorrect predictions instead of challenging them.

These insights suggest that, in addition to training programs on how to use AI systems, there is an urgent need to teach CHWs—who will be users of AI interventions—to think critically about AI systems, develop a balanced view of their strengths and weaknesses, and instill an awareness of the risks and potential for errors. It will also be important to set appropriate expectations about what the AI is (and is not) capable of. Moreover, since AI developers will undoubtedly be expecting CHWs to collect data that is fed back into their AI training algorithms, CHWs will need to understand the properties of the underlying AI systems sufficiently to ensure that their use does not lead to biased data collection and outcomes. This will require work to make the AI explainable to novice technology users, as we now discuss.

5.2 Making AI explainable to novice users

Although the video we showed to CHWs did not explain how the AI app arrived at a decision, our findings suggest that CHWs nevertheless formed (often incorrect) mental models about how the AI app worked (e.g., by drawing parallels between the machine’s intelligence and human intelligence). This is in line with psychology research, which suggests that in the absence of a clear explanation, people will create their own hypothesis for how something works and act according to this hypothesis [90]. For CHWs, developing and operating on incorrect mental models of how an AI system works under the hood could have serious implications that lead to unintended consequences. Thus, before deploying AI systems with CHWs, it is critical that AI designers make the AI explainable and its decisions interpretable.

A rich body of research that focuses on explainable AI has examined ways to make AI more transparent [5, 23, 120] and designed tools and frameworks to provide explanations for the decisions and actions taken by AI [71]. However, all prior work on explainable AI has focused on users that live in relatively resource-rich settings (e.g., the US and Europe) and that arguably have substantially more experience with digital technologies overall, and AI systems in particular, than novice technology users in the Global South. Most CHWs in our study did not use computers, had been using a (shared) smartphone for at most one year, and had almost no AI knowledge. Our study therefore raises the question: How do we make AI explainable to novice technology users in the Global South?

Answering this question will require the establishment of a new sub-area of explainable AI research that specifically explores how to explain AI to people with low levels of formal education, literacy, and technology knowledge. Future research in this area will need to engage with a host of technical, social, and cultural questions, including: What accuracy indicators (e.g., confidence score) might work for these communities and how should these indicators be presented to novice users? How do we explain to users where the data is coming from (e.g., gender, age group, geography) and the role it plays in the AI system? How do we make transparent the features used by the AI to make decisions? How do we incorporate human explanations [77] in a way that are accessible to low-income, low-literate, novice users? The AI and HCI communities need to deeply engage with these questions using human-centered design methods (e.g., Wizard of Oz experiments, design probes, participatory design) and work with diverse communities in the Global South in ways that facilitate safe exploration and experimentation with explainable AI strategies before attempting to deploy AI within these communities.
especially in precarious HCI4D settings where AI could do more harm than good.

5.3 Accounting for Diverse Values and Ethics in AI

Finally, our findings raise a number of concerning ethical questions and challenges. For example, CHWs described how they would hide an incorrect diagnosis from patients so that it would not harm their reputation or the community’s trust in them. Others said they would not override mistakes made by the AI system. Still others described how they share sensitive patient data with family members who use their device.

Navigating such issues is not straightforward. Who should decide the correct course of action? Research in the West has engaged deeply with the ethical, legal, and policy implications of deploying AI in human societies [63, 80], including the potential for harmful unintended consequences [98]. However, these conversations have largely excluded the Global South. Meanwhile many low- and middle-income countries, including India, do not have laws that safeguard users from risks emanating from AI. And in healthcare, there are currently no regulatory requirements for AI systems to be evaluated through observational clinical studies, nor is it a common practice [108]. Instead, the success of AI systems is measured through accuracy, rather than on its ability to improve care. With the push to use AI to address societal problems in low-resource settings, including in healthcare, there is an urgent need to create regulatory frameworks and policies that ensure AI developers and users adhere to standards for safe and privacy-preserving AI.

At the same time, research suggests that human values are inevitably embedded in the design of technologies [47]. This leads to important questions, such as whose values should AI systems prioritize when they are designed to address complex issues of social justice and equity? How do we ensure that sociocultural biases and inequities are not replicated in AI systems? How do we ensure that people whose lives will be impacted by AI have a say in its development?

Answering these questions is, again, not straightforward. Our findings suggest that the values of AI developers, users (CHWs), and communities (patients) may at times be contradictory. For example, many CHWs were willing to share their patients’ private health data with a wide array of stakeholders (including their family members), and did not perceive risks with this behavior. By contrast, Western privacy laws and norms mandate the requirement to protect the privacy of people’s personal health data. More broadly, research has clearly documented large variations in how different cultures approach the topic of privacy [84, 114]. How should AI developers reconcile such value differences? Should they, via the design of the AI system, impose Western values of privacy onto these CHWs who think differently about data confidentiality? Or, should CHWs be “educated” about the privacy risks, which may intrinsically imply that Western notions of privacy matter more than their own. Alternatively, how do we create AI systems that respect diverse communities’ cultural and value differences, while ensuring safe and equitable outcomes? It is essential that the HCI and AI research communities grapple with these issues now, before AI systems are deployed in ways that might harm the very communities they aim to serve.

6 CONCLUSION

This paper described an exploratory qualitative study that examined CHWs’ perceptions and knowledge of AI applications, along with the benefits and challenges they foresee as AI applications are integrated into the essential healthcare services they provide to rural communities in India. We uncovered key tensions surrounding CHWs’ perceptions of automation of their work, negotiating trust in the AI and themselves, navigating possible misdiagnosis and errors, opinions of data access and surveillance, and security and privacy challenges. We concluded by discussing (1) considerations for AI and HCI researchers interested in deploying AI systems in low-resource contexts, (2) the complexities of making AI systems explainable to novice users, and (3) the need to account for diverse values and ethics within the design of AI interventions for marginalized communities. The prevalence of CHW programs around the world suggests some of our findings may be relevant beyond rural India. However, future research is required to explore the extent to which our findings may generalize.
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A  SCRIPT FOR VIDEOS SHOWN TO CHWS

<table>
<thead>
<tr>
<th>Scene</th>
<th>Positive Scenario</th>
<th>Negative Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[CHW comes in.]</td>
<td>[CHW comes in.]</td>
</tr>
<tr>
<td></td>
<td>[CHW checks baby temperature, weighs baby, and checks lungs.]</td>
<td>[CHW checks baby temperature, weighs baby, and checks lungs.]</td>
</tr>
<tr>
<td></td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td>2</td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td></td>
<td>[CHW checks baby temperature, weighs baby, and checks lungs.]</td>
<td>[CHW checks baby temperature, weighs baby, and checks lungs.]</td>
</tr>
<tr>
<td></td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td>3</td>
<td>[CHW scans baby with phone.]</td>
<td>[CHW scans baby with phone.]</td>
</tr>
<tr>
<td></td>
<td>[CHW looks with curiosity.]</td>
<td>[CHW looks with curiosity.]</td>
</tr>
<tr>
<td>4</td>
<td>[CHW scans baby with phone.]</td>
<td>[CHW scans baby with phone.]</td>
</tr>
<tr>
<td></td>
<td>[Mother is intrigued that an AI app can do all of these things.]</td>
<td>[Mother is skeptical that an AI app can do all of these things.]</td>
</tr>
<tr>
<td></td>
<td>Mother: Wow! AI is very advanced technology, it’s almost like magic, I’m glad you have this, it would’ve taken me hours to get to a clinic to see a doctor.</td>
<td>Mother: I don’t believe that AI can do this. How can an AI app tell you what is wrong with my baby? How can AI replace the work that doctors do?</td>
</tr>
<tr>
<td>5</td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td></td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td></td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td></td>
<td>[CHW brings out her phone to show the app.]</td>
<td>[CHW brings out her phone to show the app.]</td>
</tr>
<tr>
<td>6</td>
<td>[CHW finishes testing and shows the mother the results.]</td>
<td>[CHW finishes testing and shows the mother the results.]</td>
</tr>
<tr>
<td></td>
<td>[CHW finishes testing and shows the mother the results.]</td>
<td>[CHW finishes testing and shows the mother the results.]</td>
</tr>
<tr>
<td></td>
<td>[CHW finishes testing and shows the mother the results.]</td>
<td>[CHW finishes testing and shows the mother the results.]</td>
</tr>
<tr>
<td>7</td>
<td>[CHW now pivots back to take care of the baby.]</td>
<td>[CHW now pivots back to take care of the baby.]</td>
</tr>
<tr>
<td></td>
<td>[CHW now pivots back to take care of the baby.]</td>
<td>[CHW now pivots back to take care of the baby.]</td>
</tr>
<tr>
<td></td>
<td>[CHW now pivots back to take care of the baby.]</td>
<td>[CHW now pivots back to take care of the baby.]</td>
</tr>
<tr>
<td>8</td>
<td>[Closing scene: CHW is now leaving and mother is satisfied that the baby will be alright.]</td>
<td>[Closing scene: CHW is now leaving and mother is angry and scared that her baby won’t be alright.]</td>
</tr>
<tr>
<td></td>
<td>[Closing scene: CHW is now leaving and mother is angry and scared that her baby won’t be alright.]</td>
<td>[Closing scene: CHW is now leaving and mother is angry and scared that her baby won’t be alright.]</td>
</tr>
<tr>
<td></td>
<td>[Closing scene: CHW is now leaving and mother is angry and scared that her baby won’t be alright.]</td>
<td>[Closing scene: CHW is now leaving and mother is angry and scared that her baby won’t be alright.]</td>
</tr>
</tbody>
</table>

Table 2: Script for video shown to participants. Wording differences between the positive and negative scenarios are shown in blue. Note that the script is shown here in English for publication, but the video viewed by participants was in Hindi.
B INTERVIEW PROTOCOL

• Reactions to the video
  – How did you find this video?
  – Could you explain briefly your thoughts on the app mentioned in the video?

• Understanding of AI
  – What do you understand by "artificial intelligence" that was mentioned in the video?

• Application functionality
  – Could you also tell us your understanding of how the AI app works, based on what you saw in the video?
    ∗ How does this AI app decide whether the child has pneumonia or not?
    ∗ How do you think the AI app arrived at this decision?
  – Do you think the AI can give incorrect diagnosis?
  – What would you do in the event that the app gives incorrect diagnosis?
  – Do you think that people would trust you or the AI app more?
    ∗ Why do you think so?
  – How do you think this AI app could help your work as an CHW?
  – How do you think this AI app could harm your work as an CHW?
  – Could this AI app replace how you diagnose pneumonia?

• Trust
  – Do you think that the AI can be trusted to give the correct diagnosis?
    ∗ Why do you think so?
  – Who do you think should have access to the photos and videos captured by the AI app?
    ∗ CHW (you); the Patient; Technology Companies; State Government
    ∗ Why do you think so?
  – Would you want to use this app on children in your family?
  – How do you think people around you would react to such an app?
    ∗ Extremely positive; Somewhat positive; Neutral; Somewhat negative; Extremely negative
    ∗ Why do you think so?
  – Could data captured by this AI app be misused by others?

• Mobile phone usage and sharing
  – Do you own a mobile phone?
  – Do you carry your mobile device to work?
    ∗ How frequently?
    ∗ For what purposes do you use it?
    ∗ Does the mobile phone help you in your work?
  – [in the event that it is a shared device] Has this sharing of the device affected your work in the past?
    ∗ Can you recall an example?

• Explainability
  – Would you be willing to learn how AI works in this app?
  – Would you want its functionality to be explained in detail?

• Human-in-the-loop and learning
  – Do you think CHWs should participate in a process to enter data and be able to overwrite conclusions that the app may have?
    ∗ Why do you think so?
  – Would you want to input any data into the app?
  – Do you think this AI app could help train you in your work?
    ∗ Why do you think so?

• Application/device breakdown
  – In the event that the app (or your mobile device) stops working, what would you do?

• Wrap-up
  – What other concerns, fears, or comments do you have about this AI app?

• Demographics
  – How long have you been working as an CHW?
  – How long have you been using a smartphone?
  – How long have you been using computers (desktop/laptop)?
  – What is your gender?
  – What is your age?
  – What is your current location?
  – What is the highest level of schooling you have completed?
## C  CODEBOOK AND THEMES FROM QUALITATIVE ANALYSIS

<table>
<thead>
<tr>
<th>Theme / Code</th>
<th>Count</th>
<th>Theme / Code</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AI Knowledge and Perceptions</strong></td>
<td>177</td>
<td><strong>Perceived Uses and Benefits</strong></td>
<td>377</td>
</tr>
<tr>
<td>CHW mentions AI matches human intelligence</td>
<td>8</td>
<td>App is able to recognize symptoms</td>
<td>35</td>
</tr>
<tr>
<td>CHW has no knowledge of AI</td>
<td>15</td>
<td>App is useful beyond diagnosing pneumonia</td>
<td>26</td>
</tr>
<tr>
<td>CHW has a low level of AI knowledge</td>
<td>5</td>
<td>CHW is more efficient due to app</td>
<td>51</td>
</tr>
<tr>
<td>CHW mentions machine using vision like humans</td>
<td>13</td>
<td>App is useful as a prescriptive tool</td>
<td>21</td>
</tr>
<tr>
<td>CHW equates AI to a blackbox</td>
<td>39</td>
<td>Usefulness in low-resource or remote areas</td>
<td>9</td>
</tr>
<tr>
<td>App has same expertise as CHW</td>
<td>11</td>
<td>Data can be of beneficial use</td>
<td>47</td>
</tr>
<tr>
<td>Participants have no idea about the app functionality</td>
<td>25</td>
<td>App has limited scope beyond diagnosing pneumonia</td>
<td>9</td>
</tr>
<tr>
<td>CHW has confusion about using app</td>
<td>9</td>
<td>App is useful in training CHWs</td>
<td>52</td>
</tr>
<tr>
<td>Human-AI participation</td>
<td>13</td>
<td>CHWs learned from the video probe</td>
<td>13</td>
</tr>
<tr>
<td>CHW work is irreplaceable</td>
<td>12</td>
<td>App improves communication regarding diagnosis</td>
<td>15</td>
</tr>
<tr>
<td>CHW is less secure in job due to automation</td>
<td>5</td>
<td>App provides an information reference for CHWs</td>
<td>58</td>
</tr>
<tr>
<td>CHW is more secure in job due to automation</td>
<td>22</td>
<td>Interest in learning more about app or AI</td>
<td>41</td>
</tr>
<tr>
<td><strong>Misdiagnosis and Errors</strong></td>
<td>277</td>
<td><strong>Trust and Expertise</strong></td>
<td>279</td>
</tr>
<tr>
<td>CHW will deceive patients from app failures</td>
<td>5</td>
<td>App is better than traditional diagnosis methods</td>
<td>6</td>
</tr>
<tr>
<td>CHW won’t enter data into app</td>
<td>3</td>
<td>App leads to improved diagnosis or treatment</td>
<td>53</td>
</tr>
<tr>
<td>App can give incorrect diagnosis</td>
<td>10</td>
<td>CHW demonstrates knowledge of pneumonia diagnosis</td>
<td>23</td>
</tr>
<tr>
<td>CHW wants the capability to manually enter data into app</td>
<td>31</td>
<td>CHW has higher expertise than the app</td>
<td>14</td>
</tr>
<tr>
<td>App fails due to telecommunications infrastructure</td>
<td>16</td>
<td>CHW assumes people will like app</td>
<td>13</td>
</tr>
<tr>
<td>App has the potential to misdiagnose or malfunction</td>
<td>56</td>
<td>CHW-Villager conflict</td>
<td>4</td>
</tr>
<tr>
<td>CHW will overwrite correct app conclusions</td>
<td>12</td>
<td>Techno-utopia</td>
<td>12</td>
</tr>
<tr>
<td>CHW has faith in capability to handle conflicting diagnosis</td>
<td>15</td>
<td>CHW trusts app</td>
<td>34</td>
</tr>
<tr>
<td>CHW lacks faith in capability to handle conflicting diagnosis</td>
<td>6</td>
<td>CHW using app improves patient trust of app</td>
<td>12</td>
</tr>
<tr>
<td>CHW has no concerns about the app starting conflict</td>
<td>9</td>
<td>Lack of patient trust</td>
<td>8</td>
</tr>
<tr>
<td>CHW will double-check and verify results</td>
<td>30</td>
<td>Trusting app more than CHW</td>
<td>6</td>
</tr>
<tr>
<td>CHW has expectation of high accuracy</td>
<td>19</td>
<td>Trusting CHW and the app equally</td>
<td>3</td>
</tr>
<tr>
<td>CHW will consult doctor or medical equipment to solve app issues</td>
<td>65</td>
<td>Trusting CHW more than app</td>
<td>30</td>
</tr>
<tr>
<td>CHW is unsure about app capability to provide an accurate diagnosis</td>
<td>6</td>
<td>Using app improves patient trust in CHW</td>
<td>8</td>
</tr>
<tr>
<td>CHW has prior experience with technology in patient care</td>
<td>31</td>
<td>Trust in app will take time to build up</td>
<td>12</td>
</tr>
<tr>
<td><strong>App / Data Access</strong></td>
<td>207</td>
<td><strong>Security and Privacy</strong></td>
<td>109</td>
</tr>
<tr>
<td>Patients should have access to use app on their own device</td>
<td>20</td>
<td>CHW is willing to use app on children</td>
<td>20</td>
</tr>
<tr>
<td>CHW should have access to app data</td>
<td>37</td>
<td>CHW is working in best interest of patient</td>
<td>21</td>
</tr>
<tr>
<td>Tech company should not have access to app data</td>
<td>10</td>
<td>Believes data can be misused</td>
<td>10</td>
</tr>
<tr>
<td>Everyone should have access to app data</td>
<td>5</td>
<td>Lack of belief that data will be misused</td>
<td>27</td>
</tr>
<tr>
<td>Access to data should be given for app improvement/upgrade</td>
<td>7</td>
<td>CHW shares mobile device</td>
<td>24</td>
</tr>
<tr>
<td>Access to data should be given for record keeping</td>
<td>13</td>
<td>CHW has no problems with sharing mobile devices</td>
<td>2</td>
</tr>
<tr>
<td>Access to data should be given for trust building</td>
<td>6</td>
<td>CHW has problems with sharing mobile devices</td>
<td>9</td>
</tr>
<tr>
<td>Access to data should be given for validation</td>
<td>11</td>
<td>CHW uses mobile phone for patient communication</td>
<td>10</td>
</tr>
<tr>
<td>Government should have access to app data</td>
<td>29</td>
<td>CHW expects privacy in AI app</td>
<td>17</td>
</tr>
<tr>
<td>Government should not have access to app data</td>
<td>6</td>
<td>CHW has no expectation of privacy in AI app</td>
<td>10</td>
</tr>
<tr>
<td>Parents should have access to app data</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents should not have access to app data</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tech company should have access to app data</td>
<td>25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The codebook that resulted from our qualitative analysis, showing six themes (bold), codes, and total count for each theme/code.